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Abstract

This paper evaluates different models for the stavrh forecasting of real GDP
growth in ten selected European countries and thre area as a whole. Purely
quarterly models are compared with models desigoedxploit early releases of
monthly indicators for the nowcast and forecastwérterly GDP growth. Amongst
the latter, we consider small bridge equations famdcast equations in which the
bridging between monthly and quarterly data is edd through a regression on
factors extracted from large monthly datasets. fbnecasting exercise is performed
in a simulated real-time context, which takes aotoof publication lags in the
individual series. In general, we find that modglat exploit monthly information
outperform models that use purely quarterly datd, @mongst the former, factor
models perform best.

Keywords: Bridge models, Dynamic factor models, real-tina¢adflow

JEL classification: E37, C53

Résumeé

Cet article évolue les performances de différentslétes de court terme du taux de
croissance du PIB en termes de prévisions poupailys de la zone euro et la zone euro
elle-méme. Des modéles purement trimestriels samhparés avec des modeles
susceptibles d’exploiter des indicateurs mensuatsde prévoir le taux de croissance
du PIB, pour le trimestre coincident et le trimedtrtur. Nous utilisons différents types
de modéles « bridges » et les prévisions sontséegia travers des équations de passage
permettant d'associer des indicateurs trimestreismensuels. Les exercices de
prévisions sont réalisés en temps, en tenant codepka date de publications des séries
utilisées. Nous concluons que les modéles baséesundicateurs mensuels présentent
les meilleures performances en termes de prévisjoesles modéles basés sur des

indicateurs trimestriels, en particulier les modé&édacteurs.

Mots clés: modéles bridges, modéles a facteurs dynamigioesmées en temps réels



1. Introduction

This paper performs a forecasting evalmatad models used in central banks for
computing early estimates of current quarter GDiPshrort-term forecasts of next-quarter GDP.
These models are designed to “bridge” early rekeasenonthly indicators with quarterly GDP.
Official estimates of GDP growth are released wittonsiderable delay. For the euro area as a
whole, the first official number is a flash estimatvhich is published six weeks after the end of
the quarter. Meanwhile, economic analysis must @alynonthly indicators which arrive within
the quarter such as, e.g. industrial productiotailreales and trade, surveys, and monetary and

financial data.

In providing the starting point for a longerm analysis, the assessment of the current state
of the economy is certainly an important elementmacroeconomic forecasting. This holds
even more so as the longer-term predictability wdrtprly GDP growth has declined since the
1990s (D’Agostino, Giannone and Surico, 2006).

A key feature of this paper is that we examineftiiecast performance taking into account the
real-time data flow, that is, the non-synchronalease of monthly information throughout the
quarter. To this end, we replicate the design efftrecast exercise proposed by Runstler and
Sédillot (2003) for the euro area and by Giannd®eichlin and Sala (2004) and Giannone,
Reichlin and Small (2005) for the United Statesjolwhhas also been applied for euro area
aggregate data by Angelini et §2008a) and Angelini, Banbura and Rinstler (2008t¢
examine a wider range of models than previous studnd consider, beside euro aggregate

data, individual country datasets.

Macroeconomic indicators are subject to importafiéi@nces in publication lags. Monthly
industrial production data, for instance, are redelabout six weeks after the end of the
respective month for the euro area, while surva/farancial data are available right at the end
of the month. Our forecast evaluation exercisedsighed to replicate the data availability
situation that is faced in real-time applicationtbé models. In addition, the models are re-
estimated only from the information available a thme of the forecast. However, our design
differs from a perfect real-time evaluation insadarwe use final data vintages and hence ignore

revisions to earlier data releases.

In order to understand the importance of lynmonthly information, the paper considers
purely quarterly models and bridge equations d@ezldo link monthly releases with quarterly
GDP growth. Bridge equations are used by manytutgins and have been studied in various

papers (Baffigi, Golinelli and Parigi, 2004; Diror2006; Runstler and Sédillot, 2003).



Traditional bridge equations can only handle fewialdes. To exploit information in the
releases of several indicators, the standard apiprzato average equations using different
regressors. Recently, Giannone, Reichlin and S084) and Giannone, Reichlin and Small
(2008) have proposed to use factors extracted fange monthly datasets to perform bridging
which exploit a large humber of indicators withiretsame model (bridging with factors). They
propose to use the Kalman filter to estimate tistofa and handle missing ddtd/hen bridging
with factors, however, one can consider alternatistemation methods for the factors than that
based on the Kalman filter. Methods that have besed in the Eurosystem include the
principal component estimator of the factors (Stackl Watson, 2002b) and the frequency
domain-based two-step estimator of Forni et al0f20lt is therefore natural for this study to
consider these estimators in the bridging withdexframework. However, these methods have
to be complemented with some tool to handle misdatg. We will fill the missing data of each

series on the basis of univariate forecasts folhgvwdommon practice with bridge equations.

It is important to stress that while there aeveral studies that apply factor models for
forecasting euro area data (Marcellino et al. (2068euro area data, Artis et al. (2005) for the
United Kingdom, Bruneau et al. (2007) for France&nCReijer (2007) for the Netherlands,
Duarte and Rua (2007) for Portugal, Schumacher7Rfid Germany, and Van Nieuwenhuyze
(2005) for Belgium, among others), this paper abers the bridge version of these models
which is appropriate for real-time short-term fasiing and can be meaningfully compared

with traditional bridge equations.

Our model comparison is performed for the euro asea whole as well as for six euro area
countries. Moreover, we also assess the above-omeatimodels for three new members of the
European Union. We end up with ten large monthliaskts, with an average dimension of
more than one hundred series for each country. éJeme provide some cross-country evidence

regarding the relative performance of the diffemaotlels considered.

The paper is organised as follows. Section 2 ptestye models that we consider in our
exercise. Section 3 discusses the pseudo realftirmeast design, while section 4 presents the

data. In section 5 the empirical results are disedisFinally, section 6 concludes.

2 Beside the US and euro area applications citeyey the method is also used at Norges Bank (Aiastvd

Trovik, 2007) and the Reserve Bank of New Zealandtfidson, 2007).



2. Models

This section describes several models that maysbkd tor forecasting GDP growth in the
presence of large datasets. We consider modelsdhatolely on quarterly data as well as
models that exploit the monthly nature of the ald# data with models ranging from the
simple autoregressive process to the more sopdtisticdynamic factor models proposed in the

literature.
2.1 QUARTERLY MODELS

2.1.1 Recursive mean and quarterly autoregressveeinAR)
As benchmarks we use two univariate time seriesatsddr quarterly GDP growtly?, i.e.

a) average GDP growth, i.e. the naive mog@l= y+£°2, and

b) a first-order autoregressive model,

Yo —H= (Y - )+ e (1)
wherey is a constant and is quarterly white noises’~ N (0,07?).

The forecasting performance of these two modelss&iive as a reference point in forecast
evaluation. Given the differences in the statistppaperties of GDP growth across countries,
absolute measures of forecast performance arendedl use. We use the performance relative

to the above models instead.

2.1.2 Quarterly vector autoregressive models (VAR)recast averages

Another forecast that uses purely quarterly databsaobtained from vector autoregressive
models. This approach has been reported to peniginfor example, for the United Kingdom
(see Camba-Mendez et al., 2001). We run bivariad®¥/including quarterly GDP and the

quarterly aggregate of a single monthly indicaamg average the forecasts across indicators.

1. We consider a set &€ monthly indicators from the dataset and calcuthtr quarterly
aggregate{xft  XSreees X,St} )

2. For each indicatcm(f?t , We run a quarterly bivariate VAR, which includég indicator and

GDP growth,

Pi
zi"?t:yi+ZAszi?t_s+£§, i=1...,k, (2
s=1



with z3 = (th,xi‘?t); from this VAR, we produce forecastg?,,, of GDP growth. The lag

length ) of each VAR is determined from the Schwartz infation criterion (SIC).

3. We form the average of trhdorecastsyi?t+hIt from the individual indicators,

k

th+h|t = k_lz yi?t+h|t .
i=1
These forecasting methods do not exploit early hignteleases and hence they do not deal

with ragged edges due to the non-synchronous flodata releases.
2.2 BRIDGING MONTHLY DATA WITH QUARTERLY GDP

2.2.1 Bridge equations (BE) — forecast average s&iadicators

Bridge equations are a widely used method to fategaarterly GDP from monthly data
(see, for example, Baffigi, Golinelli and ParigD@). Two steps are involved: (i) the monthly
indicators are forecast over the horizon; (ii) therterly aggregates of the obtained forecasts
are used to predict GDP growth. In averaging acadssge number of indicators we follow the

same bivariate approach as in section 2.2 (seeK#tidwen and Monaco, 2003).

1. We consider a set of monthly indicato{x“,xzvt,...,xkyt} and forecast the individual

indicators x; , over the relevant horizon from univariate autoesgive models,

Pi
Xi,t :zpsxi,t—s-l_ui,t ! I:l,,k ! (3)

s=1

with coefficients 0, and white noise term,, ~ N (0,57%).

2. Foreach indicatov(ﬁ , we consider the bridge equation

G
Ve =4+ B3 e (4)
s=0

which relates quarterly GDP growth to the quarterfjgregate of the monthly indicator,
evaluated in the third month of each quarter (seeidio and Murasawa, 2003). Again, lag
lengthsp; andgq; in the equations (3) and (4) are determined froben$IC. We produce a
forecast of GDP growthnf?t+h|t , by inserting the quarterly aggregaln&f%+h|t of the forecasts
Xi1+n¢ 1IN0 €quation (4).

3. We form the average of theresulting forecastsyi?t+hIt from the individual indicators, as in

step 3 in section 2.2.



2.2.2 Bridging with factors

Giannone, Reichlin and Sala (2004) and Giannon&hke and Small (2005) propose the

idea of bridging with factors. They consider thalfe equation

ye=u+p i +e (5)
where {° is a quarterly aggregate of common factors drivatighe monthly indicators.
Given a large set of monthly time seri&s= (X,,...,X,)", we consider the following factor

structure

X, = Af, +¢, (6)
which relates thenx1 vector of monthly time serieg, to ther X1 vector of common factors
f, =(f,,....f,) via a matrix of factor loadings\ and to the idiosyncratic component

& = (&,--,¢,,)" - The number of static factors is typically much smaller than the number of

seriesn.

The procedure works in two steps. First the factars extracted from the monthly

indicators. We will consider two different approastor extracting the factors.
1. Simple principal components (PC) following Stockiaiatson (2002).

2. Two-step approach (KF) based on principal compaemd Kalman filtering (Doz,
Giannone and Reichlin, 2007). In this approach dbemon factorsf, are assumed to
follow vector autoregressive process which is drivey a vector of innovations

U = (Uy,....Uy)" which are called the common shocks:

=1 ™

The estimation by PC requires the setting of thalmer of common factors only. The lag
length p and the number of common shoctisneed not be specified since the PC estimator
does not take into account the dynamic propertigseocommon factors. The latter is explicitly

taken into account by the KF approach, for whidhha three parameters must be set.

The forecast of GDP is obtained in a second sthp.Klalman filter delivers the forecasts of
the common factors needed for predicting GDP, simdakes into account their dynamic
properties. The forecast of GDP growj,ﬁhlt is obtained by inserting into the bridge equation
the quarterly aggregates of the estimated commcioriaand their forecastt?hlt. Forecasts of

the factors are not directly obtained when factwesextracted using PC, since in this procedure

® For more details on the generality of such regmeation, see Forni, Giannone, Lippi and Reictbo7).



the dynamics of the common factors are not expflicibnsidered. For this reason, thesteps
ahead forecast for GDP growth is computed withraatliapproach, from the bridge equation
yo, =i+ B 0 +&,, where GDP appears with a lead lof periods and there is hence no

need to forecast monthly factors.

It remains to specify how to deal with ragged eddes to the non-synchronous flow of
data releases. The KF estimator deals efficienith wagged edges by replacing the missing
observations with optimal predictions based onethiire set of monthly indicators. Concerning
PC we deal with ragged edges by filling the missimanthly indicators with predictions based
on univariate autoregressions, as done for thétivadl bridge equations. Again, the lag length

is determined from the SIC. Alternative methodsadse studied for robustness (see section 5).

The factors extracted using the KF are appropra@mbinations of present and past
observations with weights derived by taking intm&ideration the persistence of the common
factors and the heterogeneity in the informatiarmadtent of every monthly indicator relative to
the common factors. On the other hand, the faettraicted by PC are linear combinations only
of the most recent observations since the PC eslintnes not take into consideration the
persistence of the common factors. Moreover, inaBP@onthly indicators are considered to be

equally informative about the common factors.

2.2.3 Generalised principal components

Another factor model that accounts for factor dyitanis given by the generalised principal
components model (GPC) as put forward by Fornile{2905). Within this framework, no
specific model is postulated for the factors. Thanethey can not be predicted directly, as it is

the case with the KF approach.

In this paper, we deal with this issue by effedtiveinning a quarterly model. We combine
GDP growth and the quarterly aggregates of the hhprgeries in our dataset, from which
factors are estimated. The GDP forecast is themimdd as a forecast of the common

component of GDP, as provided by the factor médel.

Again, as with bridge equations and model PC, wad dath ragged edges by filling the

missing monthly observations with predictions basadunivariate autoregressions. We do so

4 Possible alternative solutions — which are naoisitered in this paper — include: (i) using a mbnititerpolation

of GDP among the variables ip and taking the projection of the common comporgérthis variable for the
quarterly GDP forecast (Altissimo et al, 2001)) @ixtracting monthly “smooth” factors and regregsi@DP
growth on their appropriately transformed valuekigdimo et al. 2007).

While one may add a forecast of the idiosgticrcomponent, D'Agostino and Giannone (2006) ntepome
evidence that this component is highly unforecdstab



before aggregating the data to quarterly frequeayther, parameters and g are to be

specified. They are determined from the recursit@mum RMSE measure.

3. Pseudo real-time forecast design

In this section, the general principles underlyiing forecasting exercise, which are applied

to all models, are described.

3. 1. Forecast design

The forecast evaluation exercise is designed tdigirquarterly GDP growth from monthly
indicators, which are published within the quarithile flash estimates of GDP growth are
released around six weeks after the end of thetepia considerable amount of monthly data
on real activity within the same quarter is puldidrearlier. There may be gains in making use

of this information when producing short-term fasts for GDP.

With our forecast design, we aim at replicating thal-time application of the models as
closely as possible. We do not have real-time étdsast hand. However, following Rinstler and
Sédillot (2003) and Giannone et al. (2005) we t@éeount of publication lags in the individual
monthly series and consider a sequence of forettastplicate the flow of monthly information

that arrives within a quarter.

More precisely, we consider a sequence of eighgcsts for GDP growth in a given
quarter, obtained in consecutive months. The timmgllustrated in Table 2 and is best
explained using an example. Assume that our obgito forecast GDP growth in the second
quarter of 2007. We start forecasting in Januai§72@his forecast refers to next quarter GDP
and we denote it as the first monthe quarter aheadbrecast. In moving forward in time we
produce a forecast in each month, and — with thé @Bsh estimate being published in mid-
August — run the findlorecast on 1 August. We denote the latter asehersl monttpreceding
quarter “forecast”, which is actually a backcast. Thisseuce of forecasts is applied to each

quarter of our out-of-sample period.

Another issue concerns the “unbalancedness” oavladable data. The individual monthly
series are published with different delays. Assaultethe number of missing observations at the
end of the sample differs across series. Surveyfimadcial data, for instance, are available
right at the end of the month, but industrial prctibn data are published, for example, with a

delay of six weeks for the euro area. Similar lags found for other official statistics. In this



respect, Giannone, Reichlin and Small (2005) antbBea and Runstler (2007) have shown that

ignoring unbalancedness in the data may have s#fiagts on the results.

In this paper, we fully account for unbalancednéd® download our datasets at the
beginning of the month, when most of the survey financial market data for the previous
month are already available. For each forecastam@y in a recursive way the data release
pattern that we find in our datasétsthe time at which the forecasts are made. Fdymailir
pseudo real-time datasefsare defined as follows: given our main set of rhgnbbservations,

T x n matrix Xy, as downloaded on a certain day of the month, efi@el witht x n matrix X; the
observations from the original daXa up to periodt, but with element(t-h,i) eliminated, if

observationX(T-h,i) is missing inX; (fori = 1,..,n, andh > 0).

A forecast yShlt made in period is based on information s¥t. In all cases, we also re-
estimate and re-specify the models in each poititria based on information s&t Given the
absence of well agreed information criteria, thecsfiration of factor models, i.e. the choices of
the numbers of statia)(and dynamic factorgg] and the number of lagsin equation (6), is
based on a recursive minimum RMSE criterion. Inheamnth of the evaluation period, we
simply select the specification that has provideel best forecasts in the past. More precisely,
we calculate the average RMSE across all horizadssalect the specification with minimum
average RMSE. We repeat this in each individual tmafi the evaluation period. We limit the
specification search to values of<s 8, q < r, andp < 3. In addition, we consider forecast

averages across all specifications.

For those models that use only quarterly datas#ime rules can be applied. At each point
in time, we form the quarterly aggregatgig of individual seriesx , from pseudo real-time
datasetsX; and treat an observation i)q(?t as missing if the monthly data are not complete.
Naturally, the forecasts then remain unchangedHhi@e consecutive months, and are updated

only once new quarterly data arrives, dependinguiiication lags.

4. Data

The data used in this paper comprise ten largesefgtahat have been compiled for the euro
area as a whole as well as for six euro area desn{Belgium, Germany, France, ltaly,
Netherlands, Portugal) and three new Member Sigiéisuania, Hungary and Poland). The
datasets were downloaded in either early July au&ti2006.

The datasets have an average dimension of moreoti@imundred series for each country

and all series are available from January 1991oumit-2006, apart from the new Member

10



States where the sample period is shorter (seeeTlafur details on the datasets). Additionally,

quarterly real GDP series were also collectedHerdorresponding sample period.

All data are seasonally adjusted. For the analysesdata are differenced to be stationary.
For trending data (such as industrial productionpleyment, retail sales) we take logarithms
beforehand, which amounts to calculating rateshainge, while survey and financial data are
not logarithmised. We use three-month differerafethe monthly data, i.e. the rates of change
against the same month of the previous quafter;- Xt_s)/3.5 This implies that the quarterly

aggregate of the series is given n@ = (X, *+ X, + X_,)/3 from a log-linear approximation.

In application, dat; are standardised to mean zero and variance aaesicursive manner.

For the factor models, we also clean the data fsattiers in a recursive mannr.

5. Results

Concerning the out-of-sample period, for the eumenacountries, we evaluate the forecast
performance of the various models over the penioohf2000Q1 to 2005Q4. For new Member

States, the short samples require truncating thkiation period to 20091 to 2005Q4.

5.1 Forecast accuracy

Taking into account the number of models considered the different model selection
criteria, balancing methods, etc. we end up withagit forty specifications for each country. In
order to make the presentation of the resultsabdet we narrow the number of specifications to
be presented by focusing on the specifications peaformed better while discussing the

sensitivity of the results obtainéd.

First, regarding quarterly VARs and traditional dgg¢ equations, we considered two
alternative sets of indicators. The first set casgw all indicators in the dataset. The second
contains only those indicators that experts in reg¢ritanks regard as being the most important

when monitoring economic activity. In the first easve average forecasts across all series in

From a theoretical perspective, month-on-montfeiginces X, — X,_; may be preferred as they allow for a more
precise modelling of dynamics by avoiding a movinggrage structure of the residuals. From a prdctica
perspective, using three-month differences has atheantage that noise in the data is reduced ana dat
irregularities are smoothed out. We find that threnth differences tend to give better forecaste fiesults are
available from the authors upon request.

Outlier detection was based on a simple ruleiagpb the differenced series: we identified thobservations as
outliers, which were five times larger in absoluédue than the 20% quantile of the series’ distidsu We either
set these outliers as missing values (model KFgplace them with the value of the cut-off point.

When using recursive RMSE criterion for the factardel specifications, we use a “burning in” phsisating in
1998 Q1 to find the initial specification.

All the results are available from the authorsmupequest.
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the dataset while in the second case we only ageaagoss a narrow dataset. Although the
differences are minor, since the results of theedare slightly better, we report only for those

models (labelled as VARand BE, respectively in Table 3).

Second, as concerns factor models, we have coediddternative ways to specification
search in addition to the recursive RMSE criteria described in section 3.1. As one
alternative option, we have combined informatioitecia proposed by Bai and Ng (2002, 2007)
to determine the number of static and dynamic faonith the SIC to determine lag lengthn
equation (6). In addition, we have considered ugiweid forecast averages across all
specifications. Again, we find the differences t father small, but for all factor models, the

recursive RMSE selection slightly outperforms theraatives considered.

Third, for the PC and GPC estimation method we hsse considered alternative methods
to deal with ragged edges owing to the synchronigitdata releases. Precisely, in addition to
the univariate models, we consider alternativesvinich the predictions are obtained from
multivariate models. First we shift the series witissing observations forward in time: if the
last m observations are missing in serieslagged serieX , = x ,_, is used in place ok, .
Moreover, for the PC estimates we have also coreildihe EM algorithm developed by Stock
and Watson, 2002a to handle missing observatioms.dIfferences are, on average, small, but

the results of univariate models reported here teridre slightly better, in particular for PC.

The main results for the preferred specificatiossbnown in Table 3. We report the RMSE
of each model relative to the naive benchmark eistant growth. A number lower than one
indicates that the model's forecasts are more ateuhan the average growth over the past
sample. We report measures for individual countaied the euro area. We also report in the
right panel the mean MSFE across the euro areamesifexcluding the euro area as a whole)
and new Member States. In the bottom panel we téperrank across models and, in the last

two columns, the mean rank for euro area coundmeisnew Member States.

The findings differ qualitatively among the eurearcountries and the new Member States.

The two groups of countries are therefore discussedrately.

The results for the euro area countries includdtiénstudy might be summarised as follows:
a. Models that use monthly data tend to outperfornms¢hmodels that use purely quarterly

data. Bridge equation and factor models, that ipo@te early releases, produce forecasts

® The PC-EM algorithm estimates the factors fréve available observations and uses these estinmafg®dict

missing observations. This procedure is iteratad convergence.
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that are more accurate than those based on qyamedels. These results highlight the
importance of exploitation of monthly releases.

b. Factor-based estimates are in general more acdhateforecasts based on simple bridge
equations. With the exception of the Netherland&l (@ane minor exception in the case of
Italy), the three factor models rank ahead of thermative models. This indicates that
bridging with factors extracted from many monthilypé series is preferable to the average
of many small bridge equations each constructekd ivdividual monthly series.

c. Among the factor models the most accurate fore@astshose based on factors extracted by
the KF proposed by Giannone, Reichlin and Smal0$20The KF methods attain rank one
for all countries but France and the Netherlands.Ffance, model PC fares slightly better,
while for the Netherlands the quarterly VAR perferbest'°

d. Estimates of GDP growth at euro area aggregaté é&gemore accurate than the estimates
of GDP growth in individual Member States. The regies based on the common factors
extracted by the KF improve upon the naive forebssP5 percent in the euro area. The
accuracy relative to the naive model is much lesaqunced for individual countries and

for several countries we find little improvementothe naive constant growth model.

The differences in the average RMSE across cogn@i® small. However, one can
establish significant differences from considerthg cross-country perspective. Assume that
the ranks of the individual models are independmrbss countries and consider the null
hypothesis that two models perform equally welldeinthe null hypothesis, the probability that
model 1 is found to perform better than model R of n countries is found from the binomial
distribution with
o.snim.

=N

For n=7 one can establish that the probability that mddpérforms better than model 2 in
six or all seven cases amountspte0.063 and p=0.008 respectively. Hence, we can establish
from the rank statistics that the improvement atda models extracted by KF and PC over the
bridge equations, quarterly VARs and the factotsagxed by GPC is significant. Equivalently,
the forecasts based on factors extracted using réFsignificantly more accurate than those

based on factors extracted by PC.

10 Although not reported in this paper, for the iNetands, the KF model based on information cat@erforms

best across all specifications including the quigriéARS.
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As regards the three new Member States, in genkeamodel-based forecasts are not
uniformly better than the naive forecasts. Thesdifigs may be related to the short samples at
hand (data start only in 1995-1998), the rapid ditioon of the economies, which implies
unstable relationships among series, and possthir éssues regarding the quality of the data
(for example, a lack of seasonally adjusted mondaita means it is necessary to use 12-month

differences of the data).

Tables 4a to 4c show the corresponding measuresvierages of the RMSE over the
individual quarters of the forecast horizon. One sae that the relative performance of the
models remains stable across horizons. The faabolels, in particular, continue to outperform
the quarterly models and bridge equations, withoalehbased on factors extracted by the KF
performing best for the preceding and current guddrecasts. The differences across methods
are less pronounced for the one-quarter-aheaddst®evhen the relative RMSE tends to one,

which represents non-forecastability.

5.2 Encompassing tests

Forecast encompassing tests are another meanssd¢gsathe relative performance of
models. The encompassing test between two alteenatodels 1 and 2 is based on a regression
of the actual datay? on forecastsflff and fz‘?t from two models (see, e.g. Clements and

Hendry, 1998: 228ff),
ye =Af 3 +@-A)fS +u,, EA<l. (8)

Parametei. gives the optimal weight of model 1 in the combirerecast. In the extreme
case, a value ofl =1lindicates that model 1 dominates model 2, i.e.casts f 2 from model 2
do not contain any information beyond the informaticontained in forecast§. Hence,
forecasts from model 2 can be disregarded. Equitiglea value ofA = Qimplies that forecasts
from model 1 can be disregarded. In the intermed@se of0<A <1, combinations of

forecasts from the two models might be considered.

Table 5 shows encompassing tests of the models rshowlable 3 against the best-
performing one, KF. Here, a large valuelaiheans that a model based on factors estimated by
the KF dominates the alternative model. The tetsshown for the forecasts obtained in the

second month of the current quarter, which repitssiee centre of our forecast horizon.

For the euro area countries, the results indicameesdominance of estimates based on the
factor model with KF against models AR, VAR anddge equations. Estimates bfalways

exceed a value of 0.5 and are in many close to ©he.hypothesis ofd =0, i.e. that the
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estimates based on factors extracted by the KFdvoat add information to forecasts from
these alternative models is uniformly rejected. Tpposite hypothesis ofl =1, i.e. that
models AR(1), BE and VAR do not add informationftwecasts from the KF-based factor
model is rejected only in the case of Germany. Haurhore, the KF-based estimates of the
factor model also tend to attain high weights agjathe alternative factor models. With the
exception of model GPC in case of Belgitkns estimated larger than 0.5, while the hypothesis

of A =0 is rejected in most cases.

We have also performed encompassing tests for ditwercast horizons. With one
exception, the findings remain reasonably robusbs horizons. The exception is that the
dominance of estimates based on the KF againstdtimates based on PC is lost for higher
horizons, i.e. the one-quarter-ahead quarter fetecaA possible reason is related to the
efficiency of model KF in dealing with unbalancea@tal While this advantage may be
particularly important for the very short horizorismay become less important for the next

quarter forecasts.

For the new Member States, the ranking among feteaaethods cannot be established.

This is expected given that the evaluation andnegion samples are both very short.

6. Conclusions

This paper has performed a large-scale forecastisgeinvolving ten large datasets for ten
European countries and one large dataset for tteeagaa economy. We have compared simple
quarterly models with models exploiting more timelpnthly data to obtain early estimates and
short-term forecasts of quarterly GDP growth. Ansirthese models we have considered both
traditional bridge equations and factor models sathpo handle unsynchronised data releases.
The forecast design has aimed at replicating taktime application of the models as closely as
possible. It deviates from a real-time applicatiomly insofar as we had to use final data

releases, as such real-time data are not readiijadle.

The main message of the results obtained for the area countries is that models that
exploit timely monthly releases fare better thaartprly models. Amongst those, factor models,
which exploit a large number of releases, do gdiydatter than averages of bridge equations.
This suggests that the idea of using factors tdgerimonthly with quarterly information is

promising and should be more systematically explinehe Eurosystem. We have also tried to

1 The results that the gains from using the KFlass pronounced for longer horizons are in linghiindings

based on the Monte Carlo exercise performed by B@nnone and Reichlin (2007).
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establish a ranking between different estimatord batween different methods to handle
unbalanced data at the end of the sample. Diffesbetween different approaches were found
to be small, with the exception of the experimeagtdal on the euro area aggregate dataset where
the Kalman-filter-based procedure proposed by Giaen Reichlin and Sala (2004) and
Giannone, Reichlin and Small (2005) gives signiitbabetter results.

Results for the new Member States, on the othed,hane difficult to interpret. All models
perform quite badly with respect to naive benchmalokit, given the short evaluation sample, it

is hard to understand what drives the results.

On the basis of this first evaluation we can oetlan agenda for more detailed studies on

short-term forecasting methods:

1. Evaluate the design of bridge equations which auéimely used in some institutions.

2. The bridge models can be further extended andea@flmoth in terms of identifying key
monthly releases and extending the class of moBalgesian VARs extended to handle the
bridge problem, for example, should be given furttensideration.

3. For factor-based bridge equations, further thowgiduld be given to variables selection
(size of the dataset) and data transformations.

4. Our evaluation does not clearly distinguish betwemthods of estimation and methods of
filling missing observations at the end of the skemphis could be the subject of a more
detailed evaluation although our results do sugyest differences between methods are
minimal.

5. Models that handle the data flow problem of sherirt forecasting in a unified framework
can be extended to provide an interpretation ofcdbwtributions of data releases to the
forecast and to the uncertainty around the foreglasig the lines suggested by Angelini et
al. (2008), Banbura and Runstler (2007) and GiaanBeichlin and Small (2005).

6. Results for the new Member States should be futlvatuated. In order to perform the
evaluation and the comparison, the present stutdgsed on very short estimation samples
which make the results unreliable. However, atgmed is possible to use at least ten years

of data for the new Member States. Results shaailietbaluated using the longer sample.
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Tables

Table 1: Datasets

No of of which Sample sta
series | Production Surveys  Financial Prices Other
and sales

Euro are EA 85 25 25 24 0 11 1991 M1
Belgiumr BE 39z 25 262 50 42 14 1991 M1
German DE 111 55 19 32 4 1 1991 M1
Franct FR 11¢ 19 96 0 2 1 1991 M1
Italy IT 84 27 24 10 20 3 1991 M1
Netherland NL 76 8 33 8 23 4 1991 M1
Portuga PT 141 32 78 12 10 9 1991 M1
Lithuanie LT 10z 35 21 12 33 1 1995 M1
Hungary HU 80 33 9 12 11 15 1998 M1
Polanc PL 81 16 30 10 11 14 1997 M1

Table 2: Timing of forecast exercise
(Example: forecasts for second quarter)

Quarter to be forecast

Forecast made (
first day of

One quarter ahead

Januar
Februar
Marct

Curren

April
May
June

Preceding

N w N - W NP

July
Augus
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Table 3: Results overview
Forecasts 2000 Q1 — 2005 Q4 for euro area countiies 2002 Q1—- 2005 Q4 for NMS

Average RMSE for preceding, current and one-queatezad forecasts relative to the naive forecast

EA BE DE FR IT NL PT LT HU PL EuroA | NMS
AR 0.92 0.99 1.04 0.99 0.91 1.03 1.0p 1.07 0.96 0.p2 0.p9 0.9p
VAR 0.90 1.10 1.06 0.95 0.94 0.94 0.9 0.92 1.07 0.f1 0.p9 0.9p
BEQ 0.87 0.94 1.04 0.94 0.96 1.01 0.8 1.01 1.05 0/82 0J97 0.96
KF 0.75 0.89 0.95 0.87 0.87 0.94 0.8¢ 1.07 1.07 1p1 0.B9 1.0b
PC 0.85 0.90 0.95 0.85 0.90 1.01 0.95 1.12 1.12 1J02 0Jo1 149
GPC 0.93 0.90 0.99 0.91 0.93 0.97 091 1.07 0.95 0|80 0]94 0.94

Ranks of models according to the RRMSE measure

EA BE DE FR IT NL PT LT HU PL EuroA | NMS

AR 5 5 5 6 3 6 6 5 2 3 5.2 3.3

VAR 4 6 6 5 5 1 5 1 5 1 4.7 23

BEQ 3 4 4 4 6 4 4 2 3 4 4.3 3.0

KF 1 1 1 2 1 2 1 4 4 5 13 4.3

PC 2 3 2 1 2 5 2 6 6 6 25 6.0

GPC 6 2 3 3 4 3 3 3 1 2 3.0 2.0

AR denotes a univariate autoregressive model foPGWAR and BEQ denote the quarterly bivariate VARI a
bridge equation models respectively. KF, PC and GPibtiethe 3 versions of factor models, based oriKéiman
filter, principal components and generalised prjpalicomponents respectively.

See Table 1 for an explanation of country abbréwiet; EA denotes data for the euro area aggregatéle EuroA

and NMS denote averages of the various measuressadthe six euro area Member States and the three ne
Member States included in the investigation respelgt
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Table 4a: Results overview — preceding quarter
Forecasts 2000 Q1 — 2005 Q4 for euro area countties 2002 Q1 — 2005 Q4 for NMS

Average RMSE for preceding quarter forecasts re¢ato the naive forecast

EA BE DE FR IT NL PT LT HU PL EuroA NMS
AR 0.82 1.00 1.06 1.02 0.81 1.02 1.0 1.05 0.97 0.2 0.p9 0.9
VAR 0.81 1.10 1.08 0.96 0.85 0.89 0.9 0.93 111 0.p1 0.p7 0.9
BEQ 0.84 0.87 1.02 0.90 0.93 0.98 0.9 0.99 0.95 0.B7 0.p3 0.9
KF 0.71 0.77 0.96 0.72 0.86 0.93 0.7 1.14 1.08 1.po0 0.B3 1.1
PC 0.78 0.86 0.95 0.68 0.90 1.03 0. 1.28 1.08 136 0j86 1.44
GPC 0.91 0.86 0.97 0.89 0.89 0.96 0.96 1.04 0.91 0|76 olo1 0.90

Rank of models according to the RRMSE measure

EA BE DE FR IT NL PT LT HU PL EuroA | NMS
AR 4 5 5 6 1 5 6 4 3 1 4.7 2.7
VAR 3 6 6 5 2 1 5 1 6 3 4.2 3.3
BEQ 5 4 4 4 6 4 4 2 2 4 4.3 2.7
KF 1 1 2 2 3 2 1 5 5 5 1.8 5.0
PC 2 2 1 1 5 6 2 6 4 6 2.8 5.3
GPC 6 3 3 3 4 3 3 3 1 2 3.2 2.0

AR denotes a univariate autoregressive model foPGWAR and BEQ denote the quarterly bivariate VARI a
bridge equation models respectively. KF, PC and GPibtiethe 3 versions of factor models, based oriKéiman
filter, principal components and generalised prjpalicomponents respectively.

See Table 1 for an explanation of country abbréwiet; EA denotes data for the euro area aggregatéle EuroA

and NMS denote averages of the various measuressadthe six euro area Member States and the three ne
Member States included in the investigation respelgt
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Table 4b: Results overview — current quarter
Forecasts 2000Q1 — 2005 Q4 for euro area countiies 2002 Q1 — 2005 Q4 for NMS

Average RMSE for current quarter forecasts relativéhe naive forecast

EA BE DE FR IT NL PT LT HU PL EuroA | NMS
AR 0.91 0.99 1.03 0.98 0.92 1.03 1.0p 1.09 0.95 0.B2 0.p9 0.9
VAR 0.89 1.09 1.05 0.93 0.95 0.94 0.9p 1.09 1.03 0.yo 0.p9 0.9¢
BEQ 0.85 0.93 1.03 0.92 0.95 1.00 0.98 1.04 1.06 0J85 0Jjo6 0.98
KF 0.76 0.90 1.00 0.88 0.86 0.91 0.8¢ 1.08 1.06 1.p3 0.p0 1.0p
PC 0.86 0.86 0.97 0.90 0.89 1.02 0.97 1.14 1.05 0[99 092 1.46
GPC 0.91 0.84 1.02 0.87 0.92 0.94 0.90 1.12 0.92 0|78 092 0.94

Rank of models according to the RRMSE measure

EA BE DE FR IT NL PT LT HU PL EuroA | NMS

AR 6 5 5 6 3 6 6 4 2 3 5.2 3.0

VAR 4 6 6 5 6 2 5 3 3 1 5.0 2.3

BEQ 2 4 4 4 5 4 4 1 5 4 4.2 3.3

KF 1 3 2 2 1 1 1 2 6 6 1.7 4.7

PC 3 2 1 3 2 5 2 6 4 5 25 5.0

GPC 5 1 3 1 4 3 3 5 1 2 25 2.7

AR denotes a univariate autoregressive model foPGWAR and BEQ denote the quarterly bivariate VARI a
bridge equation models respectively. KF, PC and GPibtiethe 3 versions of factor models, based oriKéiman
filter, principal components and generalised prpalicomponents respectively.

See Table 1 for an explanation of country abbréwiet; EA denotes data for the euro area aggregatéle EuroA

and NMS denote averages of the various measuressadthe six euro area Member States and the three ne
Member States included in the investigation respelgt
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Table 4c: Results overview — one quarter ahead
Forecasts 2000 Q1 — 2005 Q4 for euro area countiied 2002 Q1 — 2005 Q4 for NMS

Average RMSE for one-quarter-ahead forecasts redab the naive forecast

EA BE DE FR IT NL PT LT HU PL EuroA | NMS
AR 1.00 0.99 1.03 0.98 0.99 1.04 0.9p 1.11 0.97 0.po 1.p0 0.9p
VAR 0.98 1.10 1.05 0.95 1.01 0.97 0.96 1.09 1.09 0.67 1.p1 0.9p
BEQ 0.90 0.99 1.05 1.01 0.99 1.03 0.95 1.06 1.12 077 1j00 0.98
KF 0.78 1.07 0.89 0.97 0.89 0.98 0.9p 1.07 1.08 0.B7 0.p5 1.0
PC 0.90 0.99 0.93 0.95 0.92 0.98 0.90 1.13 1.23 ofse6 094 1.47
GPC 0.96 0.99 0.97 0.97 0.97 1.01 0.95 1.13 1.01 0/83 0]98 0.99

Rank of models according to the RRMSE measure

EA BE GE FR IT NL PT LT HU PL EuroA | NMS

AR 6 2 4 5 4 6 6 4 1 6 4.5 3.7

VAR 5 6 6 2 6 1 5 3 4 1 4.3 2.7

BEQ 3 4 5 6 5 5 4 1 5 2 4.8 2.7

KF 1 5 1 4 1 2 2 2 3 5 25 3.3

PC 2 3 2 1 2 3 1 6 6 4 2.0 5.3

GPC 4 1 3 3 3 4 3 5 2 3 2.8 3.3

AR denotes a univariate autoregressive model foPGWAR and BEQ denote the quarterly bivariate VARI a
bridge equation models respectively. KF, PC and GPibtiethe 3 versions of factor models, based oriKéiman
filter, principal components and generalised prjpalicomponents respectively.

See Table 1 for an explanation of country abbréwiet; EA denotes data for the euro area aggregatéle EuroA

and NMS denote averages of the various measuressadthe six euro area Member States and the three ne
Member States included in the investigation respelgt

24



Table 5: Encompassing tests against model KF (seled models)

Forecasts 2000 Q1 — 2005 Q4 for euro area counties 2002 Q1 — 2005 Q4 for NMS
Point estimate of parametér in the encompassing regressiofy= 7 f1,© + (1-2) f,° + u,

Second month current quarter forecasts

EA BE DE FR IT NL PT LT HU PL
AR 0.92 0.78 0.63 0.65 0.95 1.06 0.8p -0.73 0.11 0.p2
VAR 0.87 0.89 0.65 0.53 1.02 0.73 0.8L -0.68 0.26 0.05
BEQ 0.82 0.91 0.65 0.62 0.90 1.05 0.78 -0.86 0.54 0.p4
PC 1.28 0.57 0.67 1.26 0.68 1.10 0.99 0.10 0.53 -023
GPC 1.03 0.55 0.72 0.27 0.93 0.78 0.42 -0.42 -0.08 -0}08
Test of the null hypothesis bf= 1
EA BE DE FR IT NL PT LT HU PL
AR * *% *% *%
VAR * *% * *%
BEQ * * *% *%
PC * *%
GPC * *% *% *%
** and * denote rejection of the null hypothesisiof 1 at the 5% and 10% levels, respectively.
Test of the null hypothesis bf= 0
EA BE DE FR IT NL PT LT HU PL
AR ++ ++ ++ ++ ++ ++ ++
VAR ++ ++ ++ ++ ++ ++ ++
BEQ ++ ++ ++ ++ ++ ++ ++
PC ++ ++ ++ ++
GPC ++ ++ ++ ++ ++

AR denotes a univariate autoregressive model foPGWAR and BEQ denote the quarterly bivariate VARl a

++ and + denote rejection of the null hypothesisiof 0 at the 5% and 10% levels, respectively.

bridge equation models respectively. KF, PC and GPitiethe 3 versions of factor models, based ork#iman
filter, principal components and generalised prjppadicomponents respectively.

See Table 1 for an explanation of country abbrémies; EA denotes data for the euro area aggregate.
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