DOCUMENT
DE TRAVAIL
N° 401

NOWCASTING GERMAN GDP:

A COMPARISON OF BRIDGE AND FACTOR MODELS

Pamfili Antipa, Karim Barhoumi, Véronique Brunhes-Lesage and Olivier Darné

October 2012

BANQUE DE FRANCE

EUROSYSTEME

DIRECTION GENERALE DES ETUDES ET DES RELATIONS INTERNATIONALES



DIRECTION GENERALE DES ETUDES ET DES RELATIONS INTERNATIONALES

NOWCASTING GERMAN GDP:
A COMPARISON OF BRIDGE AND FACTOR MODELS

Pamfili Antipa, Karim Barhoumi, VVéronique Brunhes-Lesage and Olivier Darné

October 2012

Les Documents de travail refletent les idées personnelles de leurs auteurs et n'expriment pas
nécessairement la position de la Banque de France. Ce document est disponible sur le site internet de la

Banque de France « www.bangue-france.fr ».

Working Papers reflect the opinions of the authors and do not necessarily express the views of the Banque
de France. This document is available on the Banque de France Website “www.bangue-france.fr”.



http://www.banque-france.fr/
http://www.banque-france.fr/

Nowcasting German GDP:

A comparison of bridge and factor models

ANTIPA Pamfili*?, BARHOUMI Karim',
BRUNHES-LESAGE Véroniquend DARNE Olivief®

1Corresponding author: pamfili.antipa@banque-francAddress: Banque de France, DGEI-DEMFI-POMONE, 3
rue Croix des Petits Champs, 75049 Paris cedekrahgce. Tel: +33 1 42 92 51 82.

2Banque de France (DGEI-DCPM-DIACONJ).

3LEMNA, University of Nantes.



Prévisions du PIB allemand courant : une comparaisodes modeles

d’étalonnage et des modeles a facteurs dynamiques

Résumé

Des gouvernements et des banques centrales sothaite évaluation précise et opportune du taux de
croissance du produit intérieur brut (PIB) poutrienestre en cours, puisque cela est essentiel yoeir
analyse anticipée et fiable de la situation écogomicourante. Cet article présente une série deélesd
congus pour prévoir le taux de croissance trimadsthi PIB allemand pour le trimestre en cours. Les
modeles utilisés ici sont destinés a étre utilméstles mois en intégrant de l'information éconamiq
mensuelle a I'aide de modéles d'étalonnage, peamiedtinsi une interprétation économique des données
Des prévisions du PIB allemand sont également riges par I'intermédiaire de modeéles a facteurs
dynamiques. La combinaison de ces deux approchemepede choisir des variables explicatives
économiquement pertinentes parmi un grand nombre ddanées d'enquéte et d'indicateurs
macroéconomiques. Par ailleurs, afin d'évalueafmcité prévisionnelle des modeles estimés, urgsana
en historique est effectuée. Cette analyse se fenddes prévisions récursives tenant compte dagsdé
de publication des variables explicatives. Les ltésuiobtenus montrent qu'il est possible d'obtdes
prévisions fiables du taux de croissance trimdsttarant du PIB en avance des ses publications
officielles.

Mots-clés:Prévision; taux de croissance du PIB; modéles ld'étage modeéles a facteurs dynamiques

Code JEL:C52, C53, E20.

Nowcasting German GDP:

A comparison of bridge and factor models

Abstract

Governments and central banks need to have anagecand timely assessment of Gross Domestic
Product's (GDP) growth rate for the current quasmsrthis is essential for providing a reliable aady
analysis of the current economic situation. Thiggraresents a series of models conceived to fsiréoa
current German GDP's quarterly growth rate. Thesdals are designed to be used on a monthly basis by
integrating monthly economic information throughidge models, thus allowing for the economic
interpretation of the data. We do also forecash@er GDP by dynamic factor models. The combination
of these two approaches allows selecting econolyitelevant explanatory variables among a larga dat
set of hard and soft data. In addition, a rollimgetast study is carried out to assess the foiagast
performance of the estimated models. To this entligation lags are taken into account in orderuto
pseudo out-of-sample forecasts. We show that bssible to get reasonably good estimates of curren
guarterly GDP growth in anticipation of the officialease, especially from bridge models.

Keywords:GDP forecasting; Bridge models; Factor models.

JEL ClassificationC52, C53, E20.



Introduction

Policy-makers and analysts are continually assgsbim state of the economy. Governments and
central banks need to have an accurate and tinssgsament of gross domestic product (GDP)
growth rates for the current quarter in order tovjde for a reliable and early analysis of the
ongoing economic situation. The accuracy of suchedasts can thus have important
repercussions on the policy measures taken. GOfvggver, only available on a quarterly basis.
In addition, first official estimations are onlylgished after a time span of 2 or 3 months (around
45 days after the end of the reference quartethiermain European countries) and these first
GDP estimations are often revised significantlye Bim of the present analysis is, therefore, to
propose a number of models designed to forecastuiient German quarterly GDP growth rates

on a monthly basis and using a large set of moritaigd and soft dafa.

Albeit their paramount importance for policy makeiarecast models of German GDP growth
rates are scarce in the corresponding field ofditee. Compared to other countries, German
GDP growth rates exhibit more volatility, inducimggher forecast errors and, hence, making
forecasts more difficult. This higher volatility gtit stem from Germany's specialization in the
industrial sector (the production of services iso8mr as evolutions in investment and
inventories play a smaller role) and its high s&vigy vis-a-visthe global business cycle (due to
the importance of exports for German growth). Thetien on bridge models treats these two

points in more detail.

Evolutions in Europe's biggest economy have nedéssapercussions on economic data for the
euro zone, as Germany accounts for almost 30%eoétino area’s aggregate output (versus 21%
for France). In addition, the aforementioned véitgtof German GDP affects euro area growth
aggregates. In the third quarter of 2011, Germar @kpanded by 2.6% y.o.y. accompanied by
a increase in the euro area's GDP of 1.4% y.o.yhaMt Germany's contribution this increase

would have been less pronounced with 0.9% y.o.gely and accurate forecasts of German

“*A number of studies demonstrate the advantagewofporating monthly data in forecasting GDP arpt
National Account components (e.g., Ingenito anch@ire 1996; Runstler and Sédillot, 2003; Coutind22&heng
and Rossiter, 2006; Camacho and Perez-Quiros, 2009)



GDP are, hence, also important for policy actioasided upon on a European level, for which

monetary policy is the most prominent example.

To that end, we forecast German GDP growth rateshio current quarter by factor and bridge
models, described in the following sections. Rdgerfactors models have emerged as an
interesting tool for short-term forecasting of raativity. A series of recent papers by, among
others, Stock and Watson (2002a, 2002b), Fornl. @04, 2005) or Giannone, Reichlin and
Small (2008) have put forward the advances in edton techniques that allow improving the
efficiency of dynamic factor models (DFM, hencefrt This type of model is particularly

appealing as it can be applied to large data sets., (Schumacher and Breitung, 2006;
Schumacher, 2007; Barhoumi, Darné and Ferrara,;2®@elini et al., 2011). More precisely,

DFMs allow summarizing the information contained large datasets and extracting a few

common factors that can then be employed to fotexaput and its components.

The DFMs are based on static and dynamic princg@ahponents. The static principal
components are obtained as in Stock and Watson2é20R002b). The dynamic principal
components are based on either time domain metlsds, Doz, Giannone and Reichlin (2006,
2007), or frequency domain methods, as in Fornalet(2004, 2005). To the best of our
knowledge, Banerjee et al. (2005) and BanerjeeMaitellino (2006) are the only studies that
compare the forecasting performance of the autaadjti selected BMs and the DFMs -- for
Euro-area and US GDP growth, respectively. Thasdiest, however, only use factor modal&
Stock and Watson (2002), for which results arecooiclusive in favor of one or the other.

DFMs have so far rarely been used for forecastiagr@n GDP growth rates; exceptions to this
are Schumacher (2007) and Rinstler et al. (2b08hile the econometric performance of DFMs
is very satisfactory, an important caveat of tigpraach is that the economic content of factors is
difficult to interpret from an economic point ofew. For that reason we complete this analysis

by several bridge models which allow for a moraigtitforward interpretation of the data used.

In order to provide an economic interpretation tfoe forecasts, another often used alternative is

®See Breitung and Eickmeier (2006), Stock and Wat8606), Eickmeier and Ziegler (2008) for a distoisson
factor models.
®Schumacher (2007) does not perform nowcastingh®@erman GDP growth rate.



to construct bridge models (BM, henceforth). Thigsear regressions “bridge”, i.e. link monthly

variables to quarterly GDP growth. Such models Hasen widely considered in the literature,
and are especially used to forecast GDP growthational and international institutions (e.g.,

Parigi and Schlitzer, 1995; Sédillot and Pain, 20R8nstler and Sédillot, 2003; Golinelli and

Parigi, 2005; Diron, 2008; Zheng and Rossiter, 2@¥houmi et al., 2011). To our knowledge,

only Baffigi et al. (2004) and Golinelli and Pari@007) have used BMs for forecasting German
GDP growth’

In the present analysis, we propose to comparadieasting performances of BMs and DFMs
for German GDP growth ratésin order to consider a large number of macroecondime
series in the BMs, the variables are selected fir@an automatic selection procedure (Banerjee
et al., 2005; Golinelli and Parigi, 2005; Banergal Marcellino, 2006). This procedure, called
general-to-specific (Gets), was introduced by Hegr(d®79), implemented in an automated way
by Hoover and Perez (1999) and improved by Kro&id Hendry (2001). Finally, the BMs are
estimated using quarterly averages of monthly datexplanatory variables.

A second objective of this paper is to provide ¢hmeonthly forecasting exercises of the German
GDP growth rate for a given quarter. To this pugage use monthly hard and soft data selected
depending on their publication dates, as the aita @btain as timely informaiton as possible for
the quarter of interest. Several studies repott $bé& data contain less information concerning
real activity data than hard data (e.g., Riunstiet 8édillot, 2003; Forni et al., 2003; Baffigi et
al., 2004; Banerjee et al., 2005; Banbura and REm£007)? However, Giannone et al. (2008)

and Banbura and Runstler (2011) show that, onde ghblication lag is taken into account, real

"Another way to link a quarterly variable to montlihdicators is the mixed-data sampling frameworkH/S)
proposed by Ghysels et al. (2007) and applied ton@e GDP in Marcellino and Schumacher (2008), Scialrar
and Breitung (2008) and Kuzin et al. (2009). Cletaeand Galvao (2008) compare MIDAS and bridge egnat
approaches and find that the performance of MIDA®& laridge equations is comparable.

8For the Euro area see, e.g., Baffigi et al. (20B&)erjee et al. (2005), Dreger and Marcellino @0iron (2008),
Ruth (2008), Hahn and Skudelny (2008).

°Exceptions to this general result are the studje§iannone et al. (2005) and Hansson et al. (20D8. former
uses a model-based uncertainty measure to asgessewis content of data vintages that arrive wigh@iiven month.
They find the largest declines in uncertainty after releases of surveys and financial data. Titer leeports that the
inclusion of composite indexes of survey data M®R models improves out-of-sample forecasts; nbi this
study uses a small data set of quarterly data.



activity data are much less relevant, while surviaye their place. More precisely, business
surveys offer some clear advantages over hard tleghof all, they provide for a signal that is
obtained directly from economic actors and thaeot$ the short-term prospects of their proper
activity. Further, soft data are published withywehort publications lags, i.e. much sooner than
the main macroeconomic aggregates. Lastly, suneata @re subject to only very minor
corrections. We provide three estimates of theeruirGerman GDP growth which are obtained

10, 6 and 2 weeks before the official release.

The remainder of the paper is organized as folloBection 2 briefly describes the factors
models. Section 3 outlines the automatic selegtrmtcedure for the variables of interest as well
as the bridge models. The forecasting results e@septed in Section 4. Section 5 discusses

potential policy implications of the empirical rétsu Section 6 concludes.

1 Factor models

In the factor model framework, variabls, are represented as the sum of two mutually
orthogonal unobservable components: the common cpem,and the idiosyncratic
componeng,. For a given,t=1,..., T, the static factor model is defined by

xt =/\Ft +Et,

where X, = [xlt,...,xnt " is a vector ofn stationary time series and it is assumed thaséhies
have zero mean and covariance mafri®), A is the loading matrix such that\ = [)\1,...,)\“]',
the common components, = AF, are driven by a small number of factorsF, common to all

the variables in the model such th&t =[F1w---Fn]'1 and &, =[Elt,...,Ent]" is a vector ofn
idiosyncratic mutually uncorrelated componentsyetmiby variable-specific shocks.

Stock and Watson (2002)
Stock and Watson (2002) (SW) use static principahmonent analysis (PCA) to estimate the

~ T
factorsF,. An eigenvalue decomposition of the estimated gamae matrix I, :T‘lzxtxt'
t=1



provides the (nxr)eigenvector matrig=(S,,...,S)containing the eigenvectorsS,
corresponding to the largest eigenvalues fpe=1,...,r. The factor estimates are the finst

principal components oK, defined ag>" =§Xt. To integrate dynamics in forecasting, SW
propose an autoregressive model for the factors.

To take dynamics into account in modelling, anothvay to proceed is to model explicitly the
dynamics of the factofs. More precisely, we assume that the dynamic factodel [DFM]

representation is given by the following equation

X, =A(L)R +¢&,,

where the common componegis= A(L)F, integrate a linear dynamics whetdL)is a (nxr)
matrix describing the autoregressive form of thdactors. If we assume that there exists a
(nxq) matrix B(L) such thatB(L) =A(L)N(L) with N(L) of dimensior{rxq), then the
dynamic factor is such thd& =N(L)U, whereU, is a (qx1) independent vector containing the
dynamic shocks. It follows that the factor dynanacs described by

A(L)F =B(L)U,

This equation specifies a VAR{ model for the facto, with lag polynomialA(L) :ijAiLi .
i=1

F, is thus the(r x1) vector of the stacked factors with= q(p +1) .

Doz, Giannone and Reichlin (2007)

Doz et al. (2007) (DGR) proposed a DFM for a laggt of data based on a state-space
representation. They introduce a parametric timaalo two-step estimator involving PCA and
Kalman filter to exploit both factor dynamics amtiosyncratic heteroscedacticity. The two-steps
(2S) approach consists in first estimating the patars by PCA. Then, in the second step, the
factors are estimated via Kalman smoothing. DGRT2@ast the model into a state-space form
with equation (2) referring to the state equatiaod aquation (3) referring to the space equation.

The estimated factors are nofd.



Forni, Hallin, Lippi and Reichlin (2004, 2005)

To estimate the dynamic factors and their covagamorni et al. HLR (2004, 2005) (FHLR)
propose dynamic PCA in the frequency domain, aldted generalized dynamic factor model,
where they estimate the common factors based oerglered principal components in which

observations are weighted according to their sigmaloise ratio. They proceed in two steps.
First, the density spectral matrix of the commod &fiosyncratic components, 8 (3nd%, @)
are estimated. Inverse Fourier transformation plewithe time-domain autocovariances of the

common and idiosyncratic componerﬁ; (&nd fﬁ (k) for k lags. In a second step, they
compute ther linear combinations ofX that maximize the contemporaneous covariance
explained by the common factofs'fx (O)ZJ. , with j=1,...,r. This optimization problem can be
reformulated as the generalized eigenvalue prolfr?(ﬁ)zj = ﬁjfz (0)2]., where(i; denotes the
j-th generalized eigenvalue arfq its (nx1) corresponding eigenvectors. The factor estimates

are obtained &% =Z'X,, whereZ = (Z,,...,Z,) is the (nxr) matrix of the eigenvectors.

As recently suggested by Watson (2003), Boivin Algd(2006), Barhoumi et al. (2009) and
Caggiano et al. (2011), it is not necessary tolaigee databases in DFMs. Already a reasonable
cross-sectional size leads to similar results tienuse of very large data sets. Therefore, the
present forecasting exercise employs factors eelaitom 24 time series, which represent the
monthly signals that help us to monitor the sherta behavior of GDP growth. See Appendix
for a description of the dataset.

2 Automated model selection procedure

2.1 Automatic selection procedure

The data selection method has been designed te b¥bast as possible and easily replicable at

the same time. Relevant series are selected wigueomatic model selection procedure which



yields parsimonious short-run dynamic adjustmentaégns™® This procedure is particularly
relevant from a practical point of view: it offetise possibility to quickly re-estimate models
when changes in the datamodify the structure of the models, while stilloating for an
economic interpretation of the models. The automatodel selection procedure is based on a
general-to-specific (Gets) modelling strategy, josgd by David Hendry and implemented in an
automatic way by Hoover and Perez (199%s shown by Perez-Amaral et al. (2005) and Castle
(2005), Gets strategy is appropriate when thesedssire to conform to economic interpretation.
In this study, we use GROCER(Dubois, 2003), a computer program which implersehe
Gets modelling.

The automatic model selection procedure encompassesbasic stages when selecting a
parsimonious undominated representation of an pgemeral initial model. The latter is denoted
the general unrestricted model (GUM) and contalh¢ha variables likely (or specified) to be
relevant, including the maximum lag length of thdependent and dependent variables. The four
stages of the procedure are:

» the estimation and testing of the GUM,;

* apre-search process aiming at removing insigmfigariables from the GUM;

* a multipath search procedure checking the validfitgach reduction until terminal selections
using diagnosis are accomplished - these termiodiets are tested against their union until a
unique undominated congruent model is selected;

* a post-search evaluation to check the reliabilitythe selection using overlapping sub-
samples (refer to Hendry and Krolzig (2001) fottler details).

As suggested by Hendry and Krolzig (2001), theofsihg statistical tests are then implemented

in the automatic model selection procedure: i)lthgrange Multiplier test for serial correlation

YGolinelli and Parigi (2005), Banerjee et al. (2Q@anerjee and Marcellino (2006) and Barhoumi e(2011) also
used an automatic model selection procedure tal bldir bridge models.

Ysuch changes can be due to data revisions, changesputing seasonally adjusted data (methodsuarpeters),
as well as structural changes in the collecteddsifi and explanatory variables.

2An overview of the literature, and the developmeleding to Gets modelling in particular, is praidby
Campos, Ericsson and Hendry (2004). See ValadKRan#4) for a discussion on macroeconometric mauglli
3GROCER is an open source econometric toolbox ferstftware Scilab, developed by Dubois and Miché&iax.
more information, refer tdttp://dubois.ensae.net/grocer.htnirolzig and Hendry (2001) implemented Gets
modelling in the computer program PcGets.




in the residuals up to 5 lags, ii) normality tesi}tests for quadratic heteroscedasticity betwee
regressors, and iv) Chow in-sample predictive failtest on 50% and 90% of the sample. A

multicollinearity diagnostic is also displayed.

2.2 Bridge models

The bridge equation relates quarterly average ef tfonthly explanatory variablesX() to
quarterly GDP growth Y,). The general specification of the autoregressigtributed-lag

(ARDL) bridge model forg explanatory variables is as follows

m k
Y, =a +z Yo +Zq:25j,ixj,t—i tE
=1 =

where m is the number of autoregressive parameteis,the number of explanatory variables,

and k is the number of lags for the explanatory varisblEne explanatory variables and their
lags as well as the autoregressive parameters lhese chosen from the automatic selection

proceduré’ The description and the source of all variablesgaven in Appendix.

These BMs are designed to be used on a monthlg.bEse index of industrial production (IPI,
henceforth) is probably the most important and Widmalyzed high-frequency indicator, given
the relevance of the manufacturing activity asiaedrof the whole business cycle. However, the
IPI is published with a much longer delay than sysv(around 40 days after the end of the
month)® thus, it is less useful for early forecasting eig&s. In the following, we thus propose a
series of bridge models that are solely based firdata. BMs taking into account the IPI among

other explanatory variables are also provided for.

The bridge models are estimated by ordinary lepstres (OLS) over the period from 1993Q1 to

As pointed out by, e.g., Ciccone and JarocinskiL(3Ghe variables chosen by the automatic selegtionedure
could be very sensitive to the particular time spathe sample. We have verified the stability aefiables in sub-
samples.

Following the legislation introduced in 1998, theuntries in the euro area are required to deli?érdata with a
delay of no longer than 45 days, necessary to atoligormation from a large number of productiorantk (see
Ladiray and O'Brien, 2003).



2007Q4. Various residual diagnostic tests revealiscernible specification errot$.

Models with IPI

This first group of three models was estimated gisine Industrial Production Index in
manufacturing. Other included exogenous variabiesaaconsumer sentiment indicator (GFK)
and the European Commission's confidence indictatoretail trade (RTEC). All equations

include a constant and the first lag of the endogsnvariablé&SDPDE,_,. The BMs are as

follows:
IPIMAN1
GDPDE = %éL)Q— C()%lZ)OGDPDE[ 0 0161GDPDE =
+ 0265IPI, + 0026GFK
(493)
IPIMAN2
GDPDE = 0102- 0222GDPDE_, + 02561PI, + 0022GFK,
(097) (-180) (476) (253)

IPIMAN3

GDPDE, = 0720~ 0267GDPDE,, - 0222GDPDE,

(239) (-220) 19

+ 0245IPI, + OOl?GFK + 0023RTEQ

(463)

Generally, coefficients bear the expected signss ¥ especially the case for the first lag of
GDP's growth rate that exhibits the expected meaarsion; this specificity can be problematic

for forecasting during monotonous and strong expassor contractions of activity.

The coefficient of thdPlI, is highly significant in all three equations andpiortant in size. This

is symptomatic of the German economy, in whichitigistrial sector accounts for about 28% of
the market economy's value added (against 17%rtorceé and 24% for the euro area including
Germany). The industrial sector's importance erglaiso the difficulties in forecasting German

GDP. While value added (VA) in market services bihia standard deviation of 1.4 (for an

%For some models the Newey-West HAC estimator walierpto correct heteroskedasticity.



average yearly growth rate of 2.6%), it is of 34 manufacturing industries (given an average
yearly growth rate of 0.79).Compared to services, higher volatility in indigtsectors is often
induced by marked inventory cycles and investmé&ategies (see Imbs, 2006). The effects of
‘big orders’ i.e. the deliveries of airplanes, miiand the like are another particularity producing
volatility in the industrial sector's production.

Moreover, compared to its most important tradingtra (France), the German IPI is more
volatile (standard deviations of 3.4 vs 2.3). Ae ttngoing turmoil has shown, this type of
volatility might be induced by Germany's exporteotation, rendering German GDP more

sensitive to the international business cycle.

The aforementioned factors cause German GDP toeladively volatile. Given Germany's
weight, this volatility largely affects Europeanogith aggregates in turn. Hence, reliable
forecasts of German GDP are of importance for gatiakers also at the European level. When
it comes to monetary policy decisions this is enene so the case, as they only feed through the
economy after a certain lag (6 to 8 quarters, se@iand Peersman, 2001; Angeloni et al.
2002; Van Els et al., 2001).

The consumer sentiment indicatoGKK,) is also significant in all three equations.isTls

somewhat surprising as the German economy is krioviie dependent on exports as a growth
driver. The contribution of private consumption legn timid in recent yeafs but household's
private consumption expenditures still accountaorimportant part of GDP (57%). Finally, the
confidence indicator for retail trade (RTEC) is rsfggant in the IPIMAN3 model, again

suggesting the importance that private consumtaenfor the evolution of German GDP.

M These calculations rely on data up the end of 260%rder avoid the bias possibly brought abouttty high
volatility of the crisis years.

8Rather restrictive wage developments have rest@ermany's export competitiveness especiglbra-vis its
European partners. Since the year 2000, nhominapeosation per employee has increased by a yeaglpge of
1.2% in Germany against 2.9% in France, albeit qmaly subdued evolution of inflation in both cories.
Subsequently, German unit labor costs augmented pgarly average of 0.5% (vs. 2.0% for France),sting
German exports.



Models without IPI

A second group of three models is estimated withelying on the IPI in manufacturing. These
BMs include the following survey data: The expdoted component of the IFO index

(IFOFOR), company's anticipations at the six mohtrizon; sectors covered are industry,
construction, retail and wholesale trade. An ecan@antiment indicator for financial markets at
the six month horizon (ZEW). The European Commissigonfidence indicators for retail trade
(RTEC) and the construction sector (CONSEC). TheK'&Fonsumer sentiment indicator

(GFK). As for the models based on the IPI, all ¢équas include a constant and the lagged

endogenous GDPDE . The BMs without IPI are as follows:

IFOGFK
GDPDE, = 0432- 0280GDPDE,, + 0039IFOFOR + 0021GFK,
(359) 212 (224)
IFOCE
GDPDE = 103- 0267GDPDE,, + 0034IFOFOR + 0022RTEG
ZEWCE

GDPDE, = 140~ 0271GDPDE, + 0019CONSCE

(513)  (-215)

+0D0BZEW, + 0025RTEG

(390)

The first two models are based on IFOFOR, undejrthe relevance of economic expectations
for projections of the GDP. The third model relesthe EC and ZEW indicators. This is in line
with Abberger (2007) and Marnet (1996) that alsonfb IFO and ZEW indicators relevant for
forecasts of German GDP. Note that the ZEW indicatintroduced with one lag, implying the
leading behavior of this indicator for German GDBvgh. Finally, the confidence indicators for
retail trade (RTEC) and the construction sector NGGE) contribute to explain evolutions in
GDP growth.



3 Forecasting results

Models have been constructed to estimate currermh&@eGDP growth figures, in anticipation of
their official release. Pseudo out-of-sample rgllfarecasts are carried out to determine the final
equations. The rolling forecasts have been impléateover the period 2002Q1-2008Q4 for
pseudo out-of-sample with three forecasts by quaP@rameters are estimated at each step but
the specification of the models is unchanged@his exercise takes the availability of data into
account, under the assumption that a forecastiegcese will be implemented at each end of

month.

Therefore, the forecasting performance of bridge fator models is assessed in three situations
that mimic actual forecasting activity: (1) indioeg are only available for the first month; (2) for
the first two months; and (3) for all the whole gaa An exception is the variable IPI for which
we have only one and two months in the cases @)(@n Hence, the three estimates of GDP
growth are obtained 10, 6 and 2 weeks before theiafrelease, respectively. When data are
missing for the rolling forecast procedure, the simg values are extrapolated using univariate
AR models® The latter rely on monthly data and their lag karig determined from the Schwarz

information criterion.

For each quarter, we provide with three forecasts for the curremarter (or nowcasts)?f, for
i =1,2,3, which are obtained from the BMs estimated by @bh8 from the factors implemented
into the following forecasting model
YV =BF +@L)Y,,
where F| is ther -vector of estimated factors obtained by using ohthe three methods~f",

E®, E™®), B=(B,.....B,)" is a coefficient vector of length and ¢(.) is a polynomial of order

%We perform pseudo out-of-sample forecasting becausdo not have enough data for statistically eafitig out-
of-sample forecasting.

®For the variable IPI we compare the extrapolatibthe missing value from (i) an univariate AR maqdaid (i) a
model based on the European Commission's confidedesator for German industry, available 40 dagéobe the
publication of the IPI.



p. Ther+p+1 parameters of the model, nam@y,...,B,.¢,.¢,.,...,¢,) , are estimated by OLS.

We do not use information criteria such as propdseBai and Ng (2002, 2007) for the number
of static and dynamic factors, respectively, beeaihese tests have been developed assuming
that n and T tend towards infinity, an assumption not satisfggden the small size of our
dataset. We rather apply the automatic model sefeprocedure to select the number of factors

for the three methods as well as lags for the autoregressive paramgterby setting a
maximum number for each specification=5 and p=4. Moreover, as the explained variable,

GDP growth rate, is quarterly, we average the nigrgbtimated factors into quarterly factors in

order to estimate the predicted value through eguétactors).

The root mean-squared error (RMSE) for tHeforecast is defined as

RMSHD:JEEXn—?nﬁ

=]

wheren is the number of quarters considered in the mlforecast exercise, and, is the flash
estimate of the GDP growfh.We thus employed a vintage dataset of German GidRtly
which covers the 2002Q1-2008Q1 perfédenchmark results correspond to AR models and to

naive projection$® Forecasts with the AR models present the folloviargn, for allt

A

Y =@+ @Y +0,Y , + @Y, 3 +Q,Y,,

where fpl are the estimated parameters. The naive projectoa estimated by taking the last
observation as the forecast, which is fortall

Y. =Y.,

For the two benchmark approaches, there is a sfagteast by quarter as we do not include any

monthly information. Results in terms of RMSE aregented in Table 1 as well as the ratio

2IA flash estimate is defined as the earliest picairthe economy according to national accounts epts; which is
produced and published as soon as possible a#iegriti of the quarter, using a more incomplete setfarmation
than that used for traditional quarterly accounts.

225chumacher and Breitung (2008) found that datasi@w have no clear impact on the forecasting acgyias the
use of final data leads to a performance similah&b with real time data.

ZWe do not use the models proposed by Baffigi e(2004) and Golinelli and Parigi (2007) for Germ@apP
growth because some variables are not significamus sample period.



between each RMSE with that obtained from AR berakmObviously, simply comparing
RMSE-values does not take into account the sampdertainty underlying observed forecast
differences. This is why we additionally applieck ttest of equality of forecast performance
proposed by Diebold and Mariano (198%).

For the forecasts over the period 2002Q1-2008Q#1€TH), the RMSEs for the BMs and DFMs
are generally lower than those of the naive andpfdRlictors. This result is generally confirmed
when using the Diebold-Mariano tests. This findicanfirms those obtained by Schumacher
(2007) and Runstler et al. (2009) when comparinyyIDBnd AR predictors.

As expected, the BMs excluding the IPI obtain beRBMISEs than the BMs with IPI for the first
forecast exercise, especially the CEZEW and IFOGfedels (with 0.35 and 0.36, respectively).
The BMs including the IPI display a lower RMSEs ftbhe second and third forecasts, especially
the IPIMAN2 model (with 0.33 and 0.25, respectiyelynderlining the importance of the IPI for
forecast accuracy. The RMSEs of the BMs with IPhegally decline over the three forecasts
when information on the IPI becomes available. @Vethis shows that in fact changing the
equations over the three forecasts appears toge@enerally more precise forecasts and seems

to be superior to keeping the same equation owe. ti
Out of the three DFMs, the best RMSEs are givethbyFHLR approach whatever the forecasts,

as found by Schumacher (2007). They are slightiyelathan those of the BMs, except for the

third forecasts.

4 Policy implications

In view of our empirical results some implicatiofte policymakers and modelers may be

derived. Overall, comparisons of different foreoagimethods lead to a better understanding of

#The modified Diebold-Mariano test of Harvey et(@997) has been implemented for our small numbeuoof-
sample forecasts.



the alternative approaches used and allow expipitisir complementarities.

The BMs generally provide very precise forecastghilare at the same time straightforward to
interpret. Indicators that appear to be unrelateahty loosely linked to the target variable can be
neglected. This has two advantages: (1) The BMa dats are relatively small and, thus, not
costly to update. (2) BMs predictions allow ‘tetlirthe story’ of the forecast based on the
explanatory indicators' evolution. This is a vempbrtant feature in periods characterized by
important and rapid changes, i.e. when it is necgs® quantify the relevance of specific events

and to understand their origin at the same time.

DFMs, on the other hand, encompass all relevaotnmdtion as no data are a priori discarded.
This reduces the risk of omitting important predist and allows, hence, exploiting new
information as soon as it becomes available. Relaébethat same reason, DFM-forecasting
performance can, however, be slightly less effigies the ‘best’ indicators cannot be pre-
selected from large data sets. Lastly, DFMs delfgezcasts that are less prone to regime-shift
biases (Bulligan et al., 2010).

Therefore, the two approaches are fundamentallypteamentary, since the advantages of the one
correspond to the limitations of the other. Therahg complementarily of the two approaches
can contribute to enhance the precision of GDPcls&s during volatile periods as the ongoing
one. And naturally the accuracy of forecasts cave henportant repercussions on the policy

measures taken.

It is finally noteworthy that timely and accuraterdcasts of German GDP growth rates are
important for policy actions decided upon on a pean level. Evolutions in Europe's biggest
economy entail inevitable repercussions on econodaita for the euro area, as Germany
accounts for almost 30% of the area’s aggregatgubuGermany’s economic importance for the
euro area and the aforementioned high volatilityGearman growth rates further justify the
implementation of the two complementary approachiss, the present analysis closes a gap in
the literature by proposing several, otherwiseszéorecasting models for German GDP growth

rates.



5 Conclusion

In the present analysis, we compared bridge andrdin factor models when it comes to

nowcasting quarterly German GDP growth rate. Thopr@ach allows selecting explanatory

variables among a large monthly data set includiagl and soft data. We provided for three

monthly forecasting exercises for a given quaricluding indicators of interest as soon as

publication delays allowed for it. Furthermore, @&ried out a rolling forecast exercise in order
to assess the forecasting performance of the pedpo®dels in pseudo out-of-sample forecasts.
We found that it is possible to get reasonably gestimates of current quarterly GDP growth in

anticipation of the official release. Our result®owed that changing the BM's equations by
including newly available monthly information prdeis generally more precise forecasts and is
preferable to maintaining the same equation overettercise's horizon. Finally, we found that

forecast errors of the BMs are smaller than théskeoDFMs.

Comparing the BMs and DFMs with the MIDAS appro#udit allows linking quarterly variables

with monthly indicators is on our research agetidaould also be interesting to use vintage data
and to perform real out-of-sample forecasting.
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Table 1: RMSEs for the first, second and third foreasts over the period 2002Q1 - 2008Q4

Model First Second Third AR Naive
CEZEW
RMSE 0.35 0.35 0.35 0.41 0.47
Ratio 0.85* 0.85* 0.85**
IFOCE
RMSE 0.42 0.41 0.41
Ratio 1.02 1.01 0.99
IFOGFK
RMSE 0.36 0.36 0.36
Ratio 0.88* 0.88* 0.87*
IPIMAN1
RMSE 0.44 0.40 0.32
Ratio 1.07* 0.98 0.78*
IPIMAN2
RMSE 0.40 0.33 0.25
Ratio 0.98* 0.80* 0.61*
IPIMAN3
RMSE 0.41 0.37 0.31
Ratio 0.99 0.90 0.76**
SwW
RMSE 0.45 0.44 0.47
Ratio 1.10** 1.07* 1.15%
2S
RMSE 0.44 0.44 0.46
Ratio 1.07 1.07 1.12
FHLR
RMSE 0.36 0.34 0.37
Ratio 0.88* 0.83* 0.90*

Note: The best RMSEs are given in bold. RatiohefRMSE with respect to AR model. *, ** and *** Sigicant at
the 10%, 5% and 1% level, respectively, for modifiziebold-Mariano tests (Harvey et al., 1997) agbAR model.




Appendix: Data

Table 2: Information sources of the data.

Name Source Data type Frequency Publication lag
Quarterly National Accoun Destati Harc Quarterh +4E
Industrial Production Inde Destati: Harc Monthly +4C
Consumer sentiment indica GFK Sof Monthly +0
Economic sentiment indicat ZEW Sof Monthly +0
(financial market)
Economic sentiment indicat IFO Sof Monthly +0
(industry, construction retalil
and wholesale trade)
Business surveys in reti Europear Sof Monthly +0
trade Commission
Business surveys | Europear Sof Monthly +0
construction Commission
Financial dat Datastreal Sof Daily +0

Note Publication lags correspond to the number of ddiesr the end of the reference period.
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